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Executive Summary

AI and Democracy’s Digital Identity Crisis

Modern democracies rely upon the integrity of digital communications. AI-enabled tools have become 

sophisticated enough to allow a small number of individuals to run effective disinformation campaigns of an 

unprecedented scale by taking advantage of outdated and vulnerable identity authentication systems. 

Governments will likely attempt to mitigate this risk by implementing centralized identity authentication 

systems at scale; however, these centralized systems could themselves pose a risk to the democratic processes 

they will be built to defend.

Identity Attestations

With AI systems able to mimic human interaction, resilient, privacy-preserving identity attestations can 

drastically reduce instances of impersonation and make disinformation easy to identify and potentially hinder. 

There are at least two key dimensions to consider for an attestation: the technological composition of the 

attestation, and how it is governed. Identity attestations that tend towards technological and governance 

decentralization can allow users control over their own identity data, preserve privacy, reduce the risk of a 

hack, and limit manipulation.

By understanding how identity attestations are positioned across the spectrum of decentralization, we can gain 

a better understanding of the costs and benefits of various attestations. In the paper, we discuss attestation 

types, including governmental, biometric, federated, and web of trust-based, and include examples such as e-

Estonia, China’s social credit system, Worldcoin, OAuth, X (formerly Twitter), Gitcoin Passport, and EAS.

Identity Authentication Systems

The relationship between user, attestations, and provider makes up an identity authentication system. We 

believe that the most resilient systems create an identity that evolves and is connected to a network of similarly 

evolving identities that verify one another. In this type of system, each entity contributes its respective 

credibility to the attestation process, creating a larger, more comprehensive set of attestations. Some identity 

aggregators are beginning to realize this potential. Gitcoin Passport, for example, is an aggregator that enables 

communities to require multiple centralized or decentralized attestations to authenticate user identity through a 

single tool. We believe these systems could be the best approach to authenticating identity and protecting 

against some of the threats to democracy that AI can pose in the hands of malicious actors.

Dangers of Governments’ Centralized Approach to Identity

We believe that impersonation and disinformation attacks using AI will significantly impact democratic 

processes. Governments will likely employ centralized digital authentication systems based on comprehensive 
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personal and biometric data; however, we caution against the use of these systems given how powerful they 

can become and the risks they may pose to the stability of a democracy. Particularly the use of these systems 

by existing and future governments as a power tool to stifle democratic rights and target dissenters. In this 

section, we examine China’s social credit system, e-Estonia, and the Taliban’s takeover of Western identity 

authentication systems and data in Afghanistan.

Recommendations for Policymakers

Given the urgency and potential scope of the risks identified, it is critical for policymakers to fast-track and 

support research on identity attestations and authentication systems.

Governments should play a role in the creation and maintenance of standards-setting organizations. These 

organizations can help set standards for digital identity to improve a variety of its features, including but not 

limited to its security, reliability, and compatibility.

Builders of decentralized identity attestations and related tooling often face legal uncertainty that limits 

innovation. We recommend U.S. policymakers pass legislation that provides legal clarity and fosters 

innovation among good actors building relevant technology.

There is limited research on the efficacy of different types of digital identity authentication systems and the 

long-term implications for governments that employ them. We suggest that governments fund research focused 

on user studies to understand the ways identity authentication systems work in different contexts prior to scaled 

deployments. Furthermore, as more data become available, we recommend ongoing assessment of these 

systems and their practical effects.

Introduction

When you want to communicate with your member of Congress, you don’t walk down to their office and have 

a conversation; you send them an email, tweet at them, or sign an online petition. Modern democracies rely 

upon the integrity of these sorts of digital communications between people and their governments. However, 

AI systems have become sophisticated enough to enable malicious actors to severely undermine the integrity of 

those communications through the impersonation of citizens at scale.

AI-enabled tools like large language models (LLMs) allow a small number of individuals to run effective 

disinformation campaigns of an unprecedented scale by taking advantage of outdated and vulnerable identity 

1. Support the development of standards-setting organizations for identity

2. Provide legal clarity for builders of decentralized tooling

3. Fund research critical to effective identity authentication systems



Stanford Journal of Blockchain Law & Policy AI and Democracy’s Digital Identity Crisis

4

authentication systems. Such attacks could quickly have a material impact on the democratic process, and 

governments would likely react by attempting to employ identity systems that distinguish between citizens and 

non-citizens (or bots) online. Unfortunately, when employing such systems, governments tend to rely on 

centralized solutions, which could themselves pose significant risks to the stability of democracies.

In this paper, we explore some of the known threats that AI presents to our existing digital identity systems in 

the democratic context and examine a potentially critical second-order effect of those threats: governments 

creating centralized identity authentication systems. We provide details on a representative set of different 

types of identity attestations, discuss their pros and cons, and propose several practical policy 

recommendations.

I. AI Puts Democratic Systems at Risk

Modern AI models are increasingly capable of mimicking targeted individuals (Sadasivan et al., 2023, p. 12;1 

Zhou et al., 2023;2 OpenAI, 2023, p. 10;3 Heikkilä, 2023;4 Shoker et al., 2023).5 Users of these models can 

influence policymakers by impersonating constituents and can influence populations via compelling 

disinformation.

Models have already been used to impersonate constituents at such large scales as to convince policymakers 

that they represent consensus views. In 2020, researchers Sarah Kreps and Douglas L. Kriner sent over 30,000 

emails to more than 7,000 state legislators—50 percent written by AI and 50 percent written by students. These 

emails claimed to be from constituents, but legislators and their staff were unable to differentiate between the 

AI-generated and human-generated correspondence, with AI content eliciting only 2 percent fewer responses 

(Kreps and Kriner, 2023, p.1).6 Since then, AI capacities have improved dramatically (Folio3, 2023),7 

increasing the viability of this threat. If such tactics were adopted more broadly, the fundamental 

communication channels between constituents and their representatives could break down, jeopardizing the 

integrity of representative systems.

AI-generated disinformation in the media is also creating significant challenges for policymakers and officials. 

In March 2023, AI-generated photos appearing to show the arrest of former President Trump went viral, 

causing outrage (Garber, 2023),8 and in April, celebritiesdeaths.com, one of dozens of sites written almost 

entirely by AI, pronounced the death of President Biden (Cantor, 2023).9 In May, an AI-generated image of an 

alleged attack on the Pentagon briefly caused the stock market to dip (Haddad, 2023),10 and in June, Governor 

Ron DeSantis’s campaign used AI to generate images in an attack ad against former President Trump (Ulmer 

and Tong, 2023).11 Whether in product reviews, content farms, or news sites, the use of AI to generate photos 

and text is growing rapidly (Thompson, 2023).12 Senate Majority Leader Chuck Schumer recently told an 

audience at IBM’s headquarters that one of his biggest concerns was that AI deep fakes would make “people 

lose faith in democracy altogether” (Heath, 2023).13

https://arxiv.org/abs/2303.11156
https://dl.acm.org/doi/fullHtml/10.1145/3544548.3581318
https://cdn.openai.com/papers/gpt-4-system-card.pdf
https://www.technologyreview.com/2023/01/27/1067338/a-watermark-for-chatbots-can-spot-text-written-by-an-ai/
https://arxiv.org/abs/2308.00862
https://journals.sagepub.com/doi/10.1177/14614448231160526
https://www.folio3.ai/blog/chat-gpt-4-vs-chat-gpt-3/#:~:text=The%20most%20recent%20version%20of%20Chat%20GPT%2C%20according%20to%20Open,to%20reply%20to%20harmful%20queries.
https://www.theatlantic.com/culture/archive/2023/03/fake-trump-arrest-images-ai-generated-deepfakes/673510/
https://www.theguardian.com/technology/2023/may/08/ai-generated-news-websites-study
https://www.aljazeera.com/news/2023/5/23/fake-pentagon-explosion-photo-goes-viral-how-to-spot-an-ai-image
https://www.reuters.com/world/us/is-trump-kissing-fauci-with-apparently-fake-photos-desantis-raises-ai-ante-2023-06-08/
https://www.nytimes.com/2023/05/19/technology/ai-generated-content-discovered-on-news-sites-content-farms-and-product-reviews.html
https://www.axios.com/2023/07/18/schumer-ai-forums-senate
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II. Identity Attestations

Impersonation and disinformation campaigns are not uniquely enabled by AI (Kapoor and Narayanan, 2023),14 

but the rapid development of such systems and the exponential scaling of associated threats require novel 

solutions. As it becomes impossible to differentiate between human and AI-generated content, we need more 

than ever to be able to confirm not simply what is being said but also who is saying it.

To identify that a statement is being made by a particular individual online, as opposed to a bot, we rely on the 

identity attestations tied to the source of the statement. Identity attestations are verifiable claims from a 

trusted issuer to a receiver. A simple example of a digital identity attestation is the gray checkmark on X 

(formerly Twitter), which is issued by X to accounts X believes represent government/multilateral 

organizations or officials.

With AI systems able to mimic human interaction, resilient, privacy-preserving identity attestations can 

drastically reduce instances of impersonation and make disinformation easier to identify and potentially hinder. 

These systems, even those specifically designed to detect bots, are under constant pressure from developments 

in AI, as demonstrated when GPT-4 persuaded a human to solve a CAPTCHA (Cuthbertson, 2023),15 though it 

is already the case that bots tend to be able to solve CAPTCHA tests more quickly than humans (Blakely, 

2023).16 The development of AI-resistant identity attestations is therefore vital in differentiating between 

human and AI-generated content and in verifying sources of information. In the following section, we discuss 

different forms of digital identity attestations that governments might employ to distinguish between citizens 

and bots online.

Centralization and Decentralization Spectrum for Identity Attestations

Identity attestations are frequently categorized as either centralized or decentralized. For instance, a driver’s 

license issued by the State of California to prove that a driver is permitted to operate a specific kind of vehicle 

might be considered a centralized attestation. In contrast, a social club’s acceptance of a new member based on 

the collective endorsements of established members might be considered a decentralized attestation. However, 

while this binary delineation of centralized and decentralized attestations can be useful, it fails to accurately 

categorize attestations, which generally exist on a spectrum without being completely centralized or 

decentralized. Some digital identity attestations are more centralized in certain dimensions (e.g., architecturally, 

politically, and logically) than others, and there are situational advantages and disadvantages to different forms 

of attestation across this spectrum (Buterin, 2017).17 While government-issued identity can be efficient, for 

instance, it lacks the robustness and resilience of an attestation that is predicated on independent 

recommendations from multiple high-trust individuals or groups.

There is no universally accepted bright-line test for centralization in the context of identity attestations, but 

there are at least two key dimensions to consider: the technological composition of the attestation, and how it is 

https://knightcolumbia.org/content/how-to-prepare-for-the-deluge-of-generative-ai-on-social-media
https://www.independent.co.uk/tech/chatgpt-gpt4-ai-openai-b2301523.html
https://www.thetimes.co.uk/article/bots-can-solve-captcha-tests-quicker-than-humans-87q6bvdsm
https://www.google.com/url?q=https://medium.com/@VitalikButerin/the-meaning-of-decentralization-a0c92b76a274&sa=D&source=docs&ust=1693055547957997&usg=AOvVaw04BrC5LaJjtYqHb7-2P-T1
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governed. By setting criteria around both dimensions, we can establish a more robust measurement of 

centralization across various identity attestations and set better standards to assess their resilience in the context 

of an AI-driven world.

‘Technological’ decentralization concerns the resilience of the core infrastructure underpinning an identity 

attestation. An evaluation of the technological decentralization of a system might include assessing the number 

and diversity of nodes in a system, replacement cost of system components, number and diversity of 

contributors to the codebase, and whether the codebase uses proprietary or open standards. The goal of these 

criteria is to determine how much the system itself depends on any given component or person.

‘Governance’ decentralization refers to the management of the attestations related to a given system. 

Attestations that tend towards centralization are controlled by a smaller number of parties, whereas attestations 

that tend towards decentralization distribute control amongst a larger and uncorrelated group (Weyl et al., 

2022).18 These criteria may help define the organizational structure governing how an attestation system runs, 

or what kinds of decisions lead to a valid attestation.

Identity attestations that tend towards decentralization across both technological and governance dimensions 

can allow users control over their own identity data (including the ability to selectively disclose information) 

and can limit manipulation by dispersing various forms of control among a large but manageable collusion-

resistant group (Miller, 2022).19 They are also harder to attack because they lack sensitive central points and 

are less likely to fail because they rely on multiple components (Buterin, 2017).20

However, the current technological complexity of these attestations can make them hard to use, and a lack of 

standardization can lead to significant friction, especially as the number of different potentially incompatible 

attestations increases. The lack of a central authority can also make it difficult to resolve disputes or recover 

lost credentials. There are ongoing efforts to improve and standardize decentralized identity attestations, such 

as work on Verifiable Credentials (VCs) and Decentralized Identifiers (DIDs) (Verifiable Credentials Working 

Group, 2022).21

In evaluating identity attestations, it's essential to analyze both their technological and governance layers. 

These layers provide a foundation upon which we can determine the degree of centralization or 

decentralization inherent in an attestation. With this understanding, we can discern two primary strategies to 

achieve decentralization, either in full or in part:

1. Individual Control: This involves an individual attestation being governed by a mechanism that is inherently 

decentralized. Such attestations stand alone in their decentralized nature and don't rely on external factors or 

combinations with other attestations.

2. Collective Reliance: This strategy emphasizes the power of aggregation. By having a multitude of 

attestations and leveraging advanced tools for their aggregation, we can create a decentralized framework. In 

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4105763
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4311507
https://medium.com/@VitalikButerin/the-meaning-of-decentralization-a0c92b76a274
https://www.w3.org/TR/vc-data-model/
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The Current Spectrum of Digital Identity Attestations

Below is an overview of a selection of digital identity attestations that, we believe, provide a representative 

sample of the spectrum of attestations currently in use. This is by no means an exhaustive survey of different 

examples of attestations in a particular category, and there is also overlap between categories. By 

understanding how each of these identity attestations is positioned across the spectrum of decentralization, we 

can gain a better understanding of the costs and benefits of these categories. In some instances, we have given 

multiple examples of attestations in a particular category to provide more context.

Government digital identities refer to official, state-backed digital attestations or credentials given to citizens, 

which allow them to authenticate themselves online for various public services, transactions, and activities. 

These systems aim to streamline service delivery, enhance security, and foster trust in digital interactions 

between a government and its citizens. However, they also introduce meaningful risks related to the 

trustworthiness of the government in question.

e-Estonia is the Estonian government’s state-backed attestation, and it links many of the state’s key functions 

through a single online platform, including voting, education, justice, policing, and taxes (Heller, 2017).22 

While these credentials are usually considered highly centralized, Estonia’s implementation achieves a 

modicum of technological decentralization in that the government’s data platform links encrypted servers, 

storing information locally and making the platform less susceptible to a complete data breach (Heller, 2017)23 

and leveraging blockchain-based Keyless Signature Infrastructure.

In terms of governance, e-Estonia is fundamentally a permissioned system controlled by the Estonian 

government, and, as such, is strictly centralized. As such, the system has limited transparency and 

accountability, and there are no technical impediments to the government using the system as it chooses, even 

when such use might be illegal.

China’s social credit system is another centralized digital attestation in development that assigns points to 

citizens based on behavior. These metrics are designed to adjudicate financial, judicial, commercial, and 

societal trustworthiness, and can be affected by actions ranging from credit scores to jaywalking (Bartsch et al., 

2023).24 Citizens with high scores can expect priority for education and employment and short wait times in 

hospitals, while citizens with low scores may have reduced access to public services and face public shaming 

such a setup, no single attestation becomes indispensable. If one attestation is absent or deemed unreliable, 

its void can be filled by relying more heavily on others in the set. By understanding and applying these 

strategies, stakeholders can better navigate the spectrum of centralization and decentralization, optimizing 

for both security and user agency.

1. Government Identities (e-Estonia and China’s Social Credit System)

https://www.newyorker.com/magazine/2017/12/18/estonia-the-digital-republic
https://www.newyorker.com/magazine/2017/12/18/estonia-the-digital-republic
https://www.bertelsmann-stiftung.de/fileadmin/files/aam/Asia-Book_A_03_China_Social_Credit_System.pdf
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(Donnelly, 2023).25 Some version of this system is currently employed across 80 percent of China’s provinces 

and its corporate iteration assesses 33 million businesses.

Biometric identity attestations rely on physical markers like fingerprints, iris scans, and voice patterns. These 

kinds of markers are extremely difficult to forge and there are a wide range of options for streamlined 

verification. The use of biometric data, however, has its own set of risks: biometric identifiers rarely meet 

accessibility standards and risk excluding a range of vulnerable populations. Worse, if biometric data is 

compromised it cannot be changed like traditional passwords, making centralized databases of this information 

highly vulnerable to attack and the consequences of these attacks potentially life-altering for users.

Worldcoin is a digital identity and financial services application that leverages iris scans to prove unique 

personhood. In exchange for providing their data, users receive a cryptocurrency by the same name (Reiff, 

2023).26 Worldcoin was co-founded by Sam Altman and was specifically built in anticipation of a future in 

which digital identity was at risk as a result of the increased capacity of AI to mimic humans online and the 

need for universal basic income (UBI) given employment disruption (Schwartz, 2023).27

Worldcoin aspires to provide global biometric identities in a more decentralized way than other historical 

biometric systems in order to try to avoid well-studied risks to and trade-offs for users within these systems 

(Cohen, 2020).28 Technologically, it attempts to achieve this by using the Ethereum blockchain and open-

sourcing parts of its software stack. However, not all of Worldcoin’s tooling is open source, including the 

hardware device used for iris scans and the retrieved iris data itself which sits on centralized servers (Buterin, 

2023).29

From a governance perspective, Worldcoin is controlled by its initial team, developers, and foundation 

(Worldcoin Primer, 2023).30 Although Worldcoin expects decentralized governance to play a “key role” 

(Worldcoin Primer, 2023),31 its attempts to do this have had questionable results. Firstly, 25 percent of all of 

Worldcoin’s tokens have been allocated to the core team and investors (Worldcoin Tokenomics, 2023),32 

enabling a small group to greatly impact decisions. Secondly, the dynamics associated with earning Worldcoins 

have already incentivized malicious interactions between those responsible for administering scans and those 

receiving them. Orb operators in multiple regions have been reprimanded for attempting to fake scans, stealing 

tokens from those they were scanning, and even (rarely) attempting to scan unwilling participants (Guo and 

Renaldi, 2023).33 As a result, countries like Kenya have at least temporarily banned Worldcoin while they 

further investigate its operations (Njanja, 2023).34

Although biometric identity comes with strong guarantees, its implementations either through centralized 

companies like CLEAR or more decentralized attempts like Worldcoin still introduce significant risks that need 

2. Biometric Identities (Worldcoin)

https://nhglobalpartners.com/china-social-credit-system-explained/
https://decrypt.co/resources/what-is-worldcoin-the-app-and-token-that-protects-your-personhood
https://fortune.com/crypto/2023/05/25/sam-altman-eyeball-scanning-crypto-worldcoin-series-c-ai/
https://carrcenter.hks.harvard.edu/files/cchr/files/200228_ccdp_neal_cohen.pdf
https://vitalik.ca/general/2023/07/24/biometric.html
https://worldcoin.org/blog/worldcoin/primer-on-decentralization-at-worldcoin
https://worldcoin.org/blog/worldcoin/primer-on-decentralization-at-worldcoin
https://whitepaper.worldcoin.org/tokenomics
https://www.technologyreview.com/2022/04/06/1048981/worldcoin-cryptocurrency-biometrics-web3/
https://techcrunch.com/2023/08/02/kenya-suspends-worldcoin-scans-over-security-privacy-and-financial-concerns/?guccounter=1
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to be addressed. While these approaches may eventually play an important role in efficiently solving for online 

identity, they must be carefully designed and deployed given the significant risks such personal data presents.

Federated identity systems are not themselves attestations but rather aggregators of sets of attestations from 

multiple authorized applications or services. Rather than requiring a new username and password for each 

service, federated systems provide a framework in which users can choose from a pre-selected group of trusted 

platforms and organizations that will attest to their personhood on their behalf. This approach simplifies the 

complexity of the set of attestations required, and improves overall user experience by reducing password 

fatigue.

OAuth (Open Authorization) is the most popular open authentication system for federated identity, and allows 

users to choose from a wide range of providers in order to access third-party applications. By “signing-in” with 

their Google or X (formerly Twitter) account, users can bootstrap their identity without providing any new 

information about themselves.

From a technological perspective, federated systems like OAuth make a trade-off between centralized entities 

to attest to a user’s identity making management of the federation tractable, but in turn making attestations only 

as good as the organizations they include. Given the consolidation and increasing lack of public trust in internet 

platforms over the past decade (Kates et al., 2023),35 as well as the increasing research that shows a failure of 

these organizations to protect against Sybil attacks (Walsh, 2023),36 there is reason to believe these solutions 

are not a panacea with many open questions and ongoing research (Beatson, 2021).37

From a governance perspective, OAuth is managed by working groups within the Internet Engineering Task 

Force (see RFC 6749 and RFC 6750) and has a relatively strong process in place for managing existing 

stakeholders. However, given the system design risks above, this process may need to be updated to handle a 

larger number of organizational requests to become attestors, and to help improve the inclusivity of the review 

process.

The decentralization of federated identity systems is emerging. As an example, projects like Gitcoin Passport 

(Gitcoin, 2023)38 and SpruceID (SpruceID, 2023)39 have already begun engaging with these working groups 

(Terbu and Fett, 2023).40 In addition, initiatives like “sign-in with Ethereum” (Login, 2023)41 that leverage 

pseudonymous identifiers like those provided by the Ethereum Name Service (ENS, 2023)42 are in progress 

and starting to breathe new life into these standards.

Projects like EAS (and SpruceID mentioned above) are exploring a range of related decentralized attestation 

architectures, with a focus on fully peer-to-peer vouching via webs of trust (Rebooting the Web of Trust, 

3. Federated Identities (OAuth)

4. Web of Trust-Based Identities (EAS)

https://www.brookings.edu/articles/how-americans-confidence-in-technology-firms-has-dropped-evidence-from-the-second-wave-of-the-american-institutional-confidence-poll/
https://mitsloan.mit.edu/ideas-made-to-matter/study-finds-bot-detection-software-isnt-accurate-it-seems
https://journals.sagepub.com/doi/10.1177/08944393211034991
https://passport.gitcoin.co/
https://spruceid.com/
https://datatracker.ietf.org/doc/draft-ietf-oauth-sd-jwt-vc/
https://login.xyz/
https://ens.domains/
https://www.weboftrust.info/


Stanford Journal of Blockchain Law & Policy AI and Democracy’s Digital Identity Crisis

10

2023).43 In EAS, users create and revoke attestations relating to specific activities or traits of an individual 

allowing for more specific permissions to be granted on the Ethereum blockchain. These approaches are based 

on the longstanding idea that trust can be measured as a weighted graph, where a person is representative of the 

sum of their positive attestations from others (their reputation) similar to nodes in a graph (Kamvar et al., 

2003).44

With a large enough data set, these attestations can become highly robust ways of measuring personhood, if not 

foundational to the notion of identity itself (Keutmann, 2019).45 However, similarly to large-scale social 

networks, these models are vulnerable to Sybil attacks and as such any attestation must be able to be proven or 

revoked based on clear, measurable outcomes.

Many web of trust projects are governance minimized, open source, and forkable.46 In the case of EAS, since 

the network of attestations is on Ethereum, anyone can access and use the graph without needing to continue 

using the original code. More research on zero-knowledge proofs is necessary to better ensure the privacy of 

this data.

III. Identity Authentication Systems

An identity authentication system is the set of attestations required to access a given resource. For example, at 

a bar, a bartender will ask for a single attestation—your driver’s license—to allow access. A bank, however, 

will likely require multiple attestations, such as a username and password, an authentication app, and a code 

sent to your email. In each case, a provider requires a set of attestations to allow access, which the user may or 

may not be able or willing to provide. This relationship between user, attestations, and provider makes up an 

identity authentication system.47

The design and the implementation of an identity authentication system are shaped by the community using 

that system, which determines the number and nature of attestations necessary. Weyl et al. (2019)48 described 

this type of dynamic relationship as “Intersectional Social Data (ISD),” an identity that evolves and is 

connected to a network of similarly evolving identities that verify one another. In this type of system, each 

entity contributes its respective credibility to the attestation process, creating a larger, more comprehensive set 

of attestations, theoretically enhancing the strengths and mitigating the weaknesses of any single attestation 

type. Critically, the robustness and privacy of ISD hinge on having multiple elements of an individual’s identity 

tied to one another without allowing would-be attackers the ability to connect those elements or trace them to a 

user.49 An ideal system of this type could theoretically allow a provider to perfectly assess the trustworthiness 

of a user without that user having to share any personal data with a provider.

A perfect system of this type does not yet exist for digital identity at scale, but some identity aggregators are 

beginning to realize the potential of ISD. Gitcoin Passport, for example, is an aggregator that enables 

communities to require multiple centralized or decentralized attestations to authenticate user identity through a 

https://www.weboftrust.info/
https://dl.acm.org/doi/abs/10.1145/775152.775242
https://medium.com/@carstenkeutmann_96497/trust-is-the-basis-for-identity-63191705dc0#:~:text=Decentralized%20trust,a%20web%20of%20trust%20scenario.
https://www.radicalxchange.org/media/blog/2019-10-24-uh78r5/
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single tool. As the number of attestations a user has grows, and as the reputation of individual identity attestors 

increases, Gitcoin can be more confident that participants across their ecosystems are unique humans. 

Currently, these attestations must be renewed every 90 days, creating a dynamic system that can adapt over 

time and continually reinforce trust. This aggregator is particularly relevant because it was created to deal with 

threats that bots pose to democratic processes, similar to the AI threats outlined above. Gitcoin, a Decentralized 

Autonomous Organization (DAO) that runs public good grants funding using a mechanism that requires 

Gitcoin to be able to distinguish between bots and humans online, created the Gitcoin Passport to prevent Sybil 

attacks—in this case, attacks by bots posing as distinct humans. Other DAOs have created similar tooling in 

response to attacks on the democratic processes vital to their key functions, whether establishing the rules of 

the organization, recording and executing decisions made by members, or managing community treasuries 

(Spelliscy et al., 2023).50

Identity authentication systems built on the premise of ISD provide perhaps the best approach to authenticating 

identity and protecting against some of the threats to democracy that AI can pose in the hands of malicious 

actors. It can make impersonation by bots difficult to impossible and can reliably be used to adjudicate whether 

information comes from trustworthy sources.

IV. Dangers of Governments’ Centralized Approach to Identity

We have outlined some of the threats posed by AI impersonation and disinformation above. However, certain 

responses to those dangers represent their own risks to democracies.

If the attacks we have highlighted above significantly impact democratic processes (and we believe they will), 

governments will likely employ centralized digital authentication systems based on comprehensive personal 

and biometric data; however, we caution against the use of these systems given how powerful they can become 

and the risks they may pose to the stability of a democracy.

To start with, valuable personal data stored in a centralized platform increases the likelihood of a hack—an 

enormous risk given the value of the extensive personal data stored in such a system. However, a centralized 

digital identity system presents a potentially more fundamental risk to democracy. Such a system provides 

existing and future governments with a powerful new tool to stifle democratic rights and target dissenters. 

Below we survey some of the digital identity authentication systems currently perpetuating or vulnerable to 

such abuses.

The most extreme example of a centralized government identity system may be China’s social credit system 

(introduced above), which aims to monitor and maintain extensive data on the activities of every person in 

China with the stated goal of increasing “trust” within Chinese society (Bartsch et al., 2023).51 The data 

gathered, through a broad range of sources, is sometimes accessible to a range of regulators through a 

centralized database or sometimes accessible only to individual regional or central government authorities 

https://www.belfercenter.org/publication/toward-equitable-ownership-and-governance-digital-public-sphere
https://www.bertelsmann-stiftung.de/fileadmin/files/aam/Asia-Book_A_03_China_Social_Credit_System.pdf
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(Donnelly, 2023).52 Advances in technology, like facial recognition software and AI, have increased the data-

gathering capacity and robustness of the system, particularly in light of China’s installation of 200 million 

surveillance cameras (Donnelly, 2023).53

While the credit system is still evolving and has yet to be fully implemented, the ambition is for each Chinese 

citizen to be assigned a social credit score based on the government’s ongoing assessment of their activities. 

Some of the activities believed to result in a lower social credit ranking include bad driving, smoking in non-

smoking zones, posting fake news, and frivolous purchases (Canales and Mok, 2022).54 However, they also 

include posting anti-government content and participating in “illegal” protests (Bartsch et al., 2023).55 These 

social credit scores act as attestations that can be used by government and non-government stakeholders to take 

actions against citizens with low social credit scores, including travel bans, school bans, reduced employment 

opportunities, and public shaming, or to reward citizens with high social credit scores (Donnelly, 2023).56 

Significantly, the system uses “artificial intelligence to provide early warning of risky actors in need of extra 

regulatory attention” and has led to 23 million people being blacklisted from plane or train travel (Donnelly, 

2023).57

It may seem that this type of authoritarian system would never be legal and could never be implemented in 

democratic countries in North America or the EU, but many of these countries have started initiatives that have 

already comprehensively centralized the personal data of their citizens. In so doing, they have created tools that 

have limited or no technological barriers to be repurposed to perform functions similar to the social credit 

system. For instance, the e-Estonia platform collects identity data including name, date of birth, fingerprint, 

address, citizenship, and personal codes (ID, 2023).58 Similar systems have been implemented in Denmark and 

Finland (Digital Government, 2023;59 Finland X-Road, 2013).60

While e-Estonia and related platforms seem to emphasize privacy and transparency, government affiliates 

using e-Estonia, including police officers, can illegally access information about users stored on the platform 

(Numa, 2020).61 e-Estonia employs a permissioned blockchain that allows citizens to see who has accessed 

their information; however, that permissioned blockchain is controlled by, and could be unilaterally altered by, 

the Estonian government (Rong and Peng, 2023).62 If Estonians were to elect a government that did not respect 

the legal protections of its citizens, that government could use the platform for a variety of nefarious purposes 

without recourse, including targeting opposition or punishing women retroactively for receiving abortions. 

Furthermore, if the Estonian government were to be overthrown by a foreign aggressor, like Russia, or taken 

over through a coup, that aggressor could gain access to the e-Estonia system, use it to cement its power, and 

remove all privacy protections.

The Taliban’s takeover of identity authentication systems in Afghanistan is a cautionary tale about the dangers 

of centralized databases for identity attestations. After invading Afghanistan, foreign governments built out 

comprehensive stores of biometric and personal data of Afghans for various purposes. When the U.S. military 

pulled out of Afghanistan, the Taliban gained access to some of these systems, which held information 

https://nhglobalpartners.com/china-social-credit-system-explained/
https://nhglobalpartners.com/china-social-credit-system-explained/
https://www.businessinsider.com/china-social-credit-system-punishments-and-rewards-explained-2018-4
https://www.bertelsmann-stiftung.de/fileadmin/files/aam/Asia-Book_A_03_China_Social_Credit_System.pdf
https://nhglobalpartners.com/china-social-credit-system-explained/
https://nhglobalpartners.com/china-social-credit-system-explained/
https://www.id.ee/en/article/digital-documents-id-card-digital-id-residence-permit-card-and-e-resident-digi-id/
https://queue-it.com/blog/government-digital-transformation-denmark/
https://www.sitra.fi/en/articles/finland-takes-x-road-better-e-services/
https://e-estonia.com/i-spy-with-my-little-eyeprivacy/
https://www.belfercenter.org/sites/default/files/files/publication/CaseStudy_TAPP_ConnectedDigitalSociety_0.pdf
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including iris scans, fingerprints, photographs, occupations, home addresses, and names of relatives (Human 

Rights Watch, 2022;63Klippenstein and Sirota, 2021).64 One such system, funded by the U.S. government, 

contained records of at least 2.5 million people in Afghanistan (Human Rights Watch, 2022).65 There is 

evidence that the Taliban has used this biometric information to target its perceived opponents, including those 

who collaborated with foreign governments during the occupation (Human Rights Watch, 2022).66

V. Recommendations for Policymakers

Given the urgency and potential scope of the risks identified, it is critical for policymakers to fast-track and 

support research on identity attestations and authentication systems. We fear that if AI tooling enables large-

scale disruptions of democratic processes, policymakers will make reactionary decisions to adopt centralized 

identity authentication tooling without anticipating the risk of building such systems. We encourage 

governments to start researching these risks now so that they can be ready with effective solutions in the case 

of such a disruption.

Below is a set of policy recommendations that could apply to most jurisdictions, though we include some 

discussion specific to the United States.

Technological standards-setting organizations, like the Internet Engineering Task Force (IETF) and the World 

Wide Web Consortium (W3C), continue to help set standards for digital identity to improve a variety of its 

features, including but not limited to its security, reliability, and compatibility. There can be an overlap between 

these types of organizations, and industry may or may not play a significant role in their creation and 

management. Still, governments should play a role in the creation and maintenance of related organizations, 

and have done so successfully with other standards organizations in the past, including with the IETF, which 

was funded exclusively by U.S. government grants and meeting fees between 1986 and 1997 (Bradner, 1999).67

Creating initiatives to revive and incentivize working groups around topics like digital identity that include a 

diverse set of stakeholders is critical to ensure we develop effective identity attestations and authentication 

systems. The U.S. government can support these initiatives by funding or signaling support for existing 

standard-setting organizations like those above, in addition to emerging groups like the Decentralized Identity 

Foundation68 and the Plurality Research Group,69 which have already added to the conversation around 

standards-setting but do not currently have the level of influence necessary to bring these standards to industry 

and the public. The United States could also help by explicitly acting as a convener of these organizations as 

well as other industry stakeholders.

1. Support the development of standards-setting organizations for identity

2. Provide legal clarity for builders of decentralized tooling

https://www.hrw.org/news/2022/03/30/new-evidence-biometric-data-systems-imperil-afghans
https://theintercept.com/2021/08/17/afghanistan-taliban-military-biometrics/
https://www.hrw.org/news/2022/03/30/new-evidence-biometric-data-systems-imperil-afghans
https://www.hrw.org/news/2022/03/30/new-evidence-biometric-data-systems-imperil-afghans
https://web.archive.org/web/20141228181401/http://www.oreilly.com/openbook/opensources/book/ietf.html
https://identity.foundation/#governance
https://gettingplurality.org/
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Builders of decentralized identity attestations, particularly blockchain-based ones, often face legal uncertainty 

that limits innovation. For instance, tooling like Gitcoin Passport and SpruceID as described above have the 

potential to effectively aggregate identity attestations at scale, and with the advent of zero-knowledge proofs 

these decentralized solutions can be strongly privacy preserving without losing their resilience. However, a 

lack of legal clarity limits the advancement of blockchain technology, and those building and using the 

technology in the United States are afraid of reprisal from regulators (Spelliscy et al., 2023).70 As an example, 

the CFTC has recently advanced the position that builders working for a DAO, which have been leaders in 

iterating on decentralized identity systems within their own organizations, should face unlimited liability for 

the actions taken by that DAO (Wang, 2022).71 Policymakers and regulators need to provide the builders of 

blockchain technology with the confidence to experiment and build without fear of reprisal and liability.

We recommend U.S. policymakers pass legislation that provides legal clarity and fosters innovation among 

good actors building decentralized identity systems using blockchain technology. The European Union has 

already started to do this in the form of their recently passed Markets in Crypto Assets (MiCA) legislation, but 

North America is lagging behind. One example of U.S. legislation that shows promise is the Financial 

Innovation and Technology for the 21st Century Act (Congress, 2023).72 While the bill is in relatively early 

stages and subject to change, it addresses some of the critical issues for blockchain builders, including 

clarifying the role of regulators, identifying when a digital asset is a security or a commodity, and addressing 

how blockchain companies can raise funding.

There is limited research on the efficacy of different types of digital identity authentication systems and the 

long-term implications for governments that employ them. As stated above, we see clear dangers and pitfalls in 

the reliance on centralized attestations and systems that governments currently prefer. However, there has not 

yet been enough research to identify further weaknesses or assess the limitations or dangers of large-scale 

decentralized systems.

A pivotal distinction in identity authentication is the difference between "proof of human" and "proof of 

membership" protocols. The former ensures that every participant in a system is a unique human, aiming to 

prevent automated systems or malicious actors from artificially inflating numbers or skewing results. The 

latter, however, verifies the authenticity of a participant's membership in a particular community or group. This 

distinction becomes crucial in specific democratic contexts. For instance, in Taiwan's case, merely ensuring a 

"proof of human" wouldn't defend against threats to their democratic system. If 20 million mainlanders, 

potentially influenced by the CCP, were to validate their humanity, they could flood Taiwan's digital commons, 

skewing public discourse. What's essential in such a scenario is "proof of membership" to ensure that 

participants are genuine Taiwanese citizens, safeguarding the process from external influence. Given these 

nuances, we suggest that governments fund research focused on user studies to understand how these systems 

3. Fund research critical to effective identity authentication systems

https://www.belfercenter.org/publication/toward-equitable-ownership-and-governance-digital-public-sphere
https://www.coindesk.com/policy/2022/09/22/cftc-penalizes-blockchain-protocol-250k-files-action-against-successor-dao/
https://www.congress.gov/bill/118th-congress/house-bill/4763?s=1&r=1
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work in different contexts prior to scaled deployments. As more data becomes available, ongoing assessment 

of these systems and their practical effects is crucial.

Given the pressing public sector need, some of the research funding allocated by the Biden Administration to 

organizations like the National Science Foundation for artificial intelligence research should be distributed to 

researchers focused on different types of identity authentication tooling. The private sector is already funding 

related research and building tooling in response to AI’s impact on digital identity outside of the scope of 

democratic systems. However, this work may not be adequately tailored to the government’s needs or be 

completed with necessary haste given existing threats.

VI. Conclusion

AI-enabled tools will quickly have a material impact on the verifiability of identities in some key democratic 

processes, which is of immediate concern given the upcoming US federal election. Robust digital identity 

authentication systems would help us differentiate between humans and AI, and efforts to improve and 

integrate these systems into our interactions with the digital sphere will help protect our democratic systems 

from AI-generated harm. However, if governments employ centralized digital identity systems, those systems 

could themselves have long-term destabilizing effects on the democracies they were built to protect. Before 

developing and deploying digital identity authentication systems, governments should fund and support 

initiatives to identify different forms of identity authentication systems and study their benefits and risks.
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